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Abstract: A sophisticated system for item detection and recognition is in high demand globally. The decision to focus on this 

research article was influenced, in part, by the increasing security concerns in Nigeria. Despite the implementation 

of various traditional methods to combat these issues, the threat continues to persist. Therefore, it is imperative to 

transition from outdated identification techniques to more contemporary ones. This study introduces a computer 

vision system using the Convolutional Neural Network (CNN) methodology with yoloV4 as the algorithm to offer a 

more efficient and effective approach to detecting human presence and verifying their identity. YOLO V4 is used to 

detect the human while CNN extracts the features of the human images from the recorded video. To assess 

performance, the system is compared against various models such as YOLO and YOLO V2. The proposed system 

demonstrated an identification accuracy of 72% on the MSMT17 datasets and a detection accuracy of 80.1% on the 

MS-COCO datasets, respectively. 
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Introduction 

Considering the escalating global threat posed by terrorism and 

violence, there has been a notable surge in interest surrounding 

video surveillance as an identification technique (Kim et al., 

2012). Person identification has been a thriving research field 

for the past twenty years, owing to its pivotal role in verifying 

individuals in sophisticated applications like surveillance, 

forensics, and access control (Khan et al., 2021). Smart Human 

Identification (SHI) pertains to video-level processing 

mechanisms utilized for the recognition of humans from live 

footage. 

 

The field of computer vision has extensively explored image 

classification, resulting in outstanding outcomes in global 

competitions like ILSVRC, PASCAL VOC, and Microsoft 

COCO through the implementation of deep learning techniques 

(Krizhevsky et al., 2017). The identification of human beings 

holds great importance in various intelligent applications, 

including but not limited to smart homes, traffic control 

systems, and human-computer interfaces. Due to the current 

high-security challenges facing nations worldwide, computer 

vision has become increasingly valuable for identifying 

individuals involved in criminal activities and aiding in human 

identification and tracking. 

 

The escalating insecurity issues plaguing Nigeria and other 

similar cases of identity theft have spurred the focus of this 

research paper. Although several conventional models have 

been employed towards resolving these problems, they seem 

inadequate against their persistent nature. Therefore, there is a 

pressing need to transition from traditional methods of personal 

identification towards more advanced technological approaches 

that incorporate smart computer vision systems capable of 

accurately recognizing individuals. 

 

Related Work 

Object Detection 

Object detection is the process of identifying the specific 

category to which an object belongs and estimating its spatial 

location by generating a bounding box that surrounds it (Pathak 

et al., 2018). Extensive employment of deep convolutional 

neural networks (CNNs) has been witnessed in the field of 

object detection. A feed-forward neural network, CNN 

operates on the principle of weight sharing. Before the advent 

of deep learning, the deformable part model technique 

(Felzenszwalb et al., 2010) was predominantly employed for 

object detection. This technique facilitates multi-scale-based 

object detection and localization. 

 

Person Re-identification (Re-ID) 

When provided with a query individual of interest, the 

objective of Re-identification (Re-ID) is to ascertain if this 

individual has been recorded in a separate location at a 

different time by a separate camera, or even the same camera at 

a different time frame (Ming et al., 2022). Person re-

identification falls in between image classification and instance 

retrieval regarding the correlation between the classes used in 

training and testing (Gheissari et al., 2006). 

 

A hand gesture recognition model that works well in real-time 

applications was presented by (Mopidevi et al., 2023). 

Tensorflow in OpenCV and Python programming languages, 

the Google media pipe framework, and feed-forward neural 

networks using Keras models for categorization are used in the 

development of the model. With a 95.7% accuracy rate, the 

suggested model can identify 10 different hand gestures: the 

thumbs up, thumbs down, peace sign, smile, rock on, okay, fist 

bump, live long and prosper, call-me, and stop signs. 

 

A complex method called Gate-ID was presented by (Zhang et 

al., 2021) that can reliably identify people's identities 

regardless of which way they are walking. The study illustrates 

how antenna array orientations and walking directions 

contribute to the mirror-like patterns seen in WiFi signals using 

both theoretical communication models and real-world data. 

An innovative heuristic technique is presented that can 

accurately determine a person's direction of walking. The 

findings demonstrate that Gate-ID achieves remarkable 

accuracy rates for human identification, ranging from 90.7% 

for six-person groups to 75.7% for twenty-person groups, 

respectively. 

 

Benkaddour et al. (2021) devised a convolutional neural 

network-driven gender prediction and age estimation system 

that operates on both face images and real-time videos. The 

findings of this study indicate that the utilization of CNN 

networks significantly enhances the performance and 

recognition accuracy of the system. 

 

Koo et al. (2023) suggested a design for a cascaded model that 

could categorize 14 upper-body workouts by employing z-axis 

acceleration data from an IMU sensor. This model utilized a 

decision tree as the first stage and a one-dimensional 
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convolutional neural network as the subsequent phase. The 

outcomes demonstrated an overall enhancement in exercise 

classification precision using this method, with accuracy 

ratings reaching approximately 92%, surpassing the results of 

the 1D-CNN model which was recorded at only 82.4%. 

Research Methodology 

Research Design 

This study aims to design an efficient system framework for 

human identification using the YOLOv4 algorithm and 

evaluate its performance. This study employs a quantitative 

approach, leveraging computer vision and deep learning 

techniques to achieve accurate human identification. 

 

Data Collection 

 For the development of this system, two different datasets 

have been chosen for use: the MS-COCO datasets and the 

MSMT17 datasets with a few custom datasets. The MSMT17 

dataset was specifically selected for its relevance to the re-

identification task at hand. MS-COCO provides a wide range 

of images for object detection, while the MSMT17 dataset 

focuses more on person re-identification, making it a crucial 

component of the system's development. By incorporating 

these two datasets, the system will have a solid foundation for 

accurate and efficient performance in the detection and re-

identification task. 

 

Data Annotation 

Data annotation acts as the bridge between unstructured data 

and structured data, transforming it into a format compatible 

with machine learning applications (Kokhan, 2024). Data 

annotation involves the systematic categorization and labeling 

of data to facilitate the effective implementation of artificial 

intelligence applications. The process of annotating the 

datasets for this research project follows a simple approach 

using an annotation tool called labelling. 

 

Data Augmentation 

Data augmentation is a term used to describe the utilization of 

unobserved data or latent variables in order to create iterative 

optimization or sampling algorithms (Dyk & Meng, 2001). To 

ensure the model learns all the essential features in the 

provided datasets, a yolov4 freebie was conducted. This 

Computer Vision freebie also acts as a regularizer that helps 

reduce the overfitting of the model. The pixel values are then 

normalized to ensure they are within the range of [0, 1], which 

aids in optimizing training and achieving convergence. 

 

Model Setup 

CUDA Toolkit 10.0 is downloaded via this link: 

https://developer.nvidia.com/cuda-toolkit-archive and was 

installed on a Ubuntu operating system. CUDNN was installed 

and YOLO V4 (clone) GitHub repo was downloaded via  

https://github.com/AlexeyAB/darknet. The algorithm is built 

using the CMake command in the darknet folder of the cloned 

GitHub. The implementation of this thesis is carried out in 

three phases with different steps. These phases include the 

training phase the testing phase, and the integration phase. 

 

 

 

 
 

 

Figure 1: Development Process for the Proposed System 
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Experimental Results and Discussion 

Dataset 

MSMT17 Dataset 

The MSMT17 dataset is considered one of the largest 

collections for person re-identification, containing over 

126,000 images that depict 4,101 unique individuals. This 

dataset is particularly notable for its vast number of identities 

and images, as highlighted by (Sovrasov & Sidnev, 2021). The 

datasets were gathered in a real-world environment, capturing 

various perspectives, occlusions, and lighting scenarios. This 

diverse range of conditions makes it a valuable resource for 

this project. 

COCO Datasets 

There are 91 common object categories in the Microsoft 

Common Objects in Context (MS COCO) datasets, and 82 of 

them have more than 5,000 annotated instances. The dataset is 

a popular resource for posture estimation models because it 

includes 2,500,000 labeled instances among 328,000 images 

(Lin et al., 2014). The COCO datasets contain more instances 

per category than the popular ImageNet but have fewer 

categories overall (Deng et al., 2009). A wide range of 

annotated data is included in these datasets for tasks like object 

detection, semantic segmentation, instance segmentation, key-

point detection, and picture captioning (Hasib et al., 2021). A 

JSON file contains the annotated picture storage.  

 

Algorithms and Model 

YOLO-V4 

YOLO-v4 is an advanced and efficient One-Stage object 

detection algorithm developed in 2020, incorporating features 

from previous versions such as YOLO-v1, YOLO-v2, and 

YOLO-v3 (Yu & Zhang, 2021). It has achieved the optimal 

balance between detection speed and accuracy trade-offs, 

setting a new standard in the field. YOLOv4 is renowned for 

its significant improvements in Average Precision (AP) and 

Frames Per Second (FPS). 

 

There are two classes of models in object detection: single-

stage and two-stage detectors. Two-stage detectors operate in 

separate stages, first identifying important regions and then 

classifying those regions to determine if the object is present. 

YOLOv4, as a single-stage object detector, offers greater 

accuracy and speed compared to two-stage detectors such as R-

CNN and Fast R-CNN. Yolo algorithms differ from most 

neural models as they employ a single convolutional network 

to predict bounding boxes and their associated probabilities. 

These bounding boxes are assigned weights based on the 

probabilities, influencing the model’s detection process. This 

allows for the direct maximization of the model’s end-to-end 

output, resulting in rapid image production and processing. 

Each bounding box can be described using four descriptors:  

i. Class Number 

ii. Object center coordinates in x 

iii. Object center coordinates in y 

iv. Object width and height 
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Figure 2: Graph showing the bounding boxes. 

 

When there is an object detected, the class of the object is identified and a rectangle bounding box is put around the detected object. 
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Figure 3: The architecture of the YOLO-v4 (Source:(Jeny et al., 2022)) 

 

 

 

In modern object detection systems, there is a common practice 

of introducing intermediate layers between the backbone and 

the head. These layers serve the purpose of gathering feature 

maps from various stages of the network (Bochkovskiy et al., 

2020). The object detector comprises the following features: 

 

A. Backbones 

YOLOv4 though basically uses one of the three models as its 

backbone, however, for this study the backbone choice was 

darknet which is mostly used. Other feature extractor models 

include: CSPResNext50 and EfficientNet-B3 

 

B. Neck 

The neck region, situated between the backbone and the output, 

primarily focuses on feature aggregation to enhance the 

precision of detecting small objects (Zhou et al., 2022). The 

features formed at the backbone stage are gathered at the stage 

and later, which are later fed to the head for detection. 

 

C. Head 

In YOLOv4, the head's primary goal is to carry out prediction, 

which involves bounding box regression and categorization. 

The CIOU_loss loss function and DIOU_nms non-maximum 

suppression (NMS) technique are the main improvements of 

YOLO v4 in the Head module (LeCun & Bengio, 1998). 

Convolutional Neural Network (CNN) Model 

LeCun was a pioneer in the CNN Model's creation in 1996. 

The convolution layer, pooling layer, and full connection layer 

are the three layers that make up this neural network (Guyon et 

al., 1989). Convolutional networks use three architectural 

ideas—local receptive fields, shared weights or weight 

replication, and occasionally spatial or temporal 

subsampling—to provide a certain level of shift and distortion 

invariance. A convolutional layer typically consists of several 

feature map vectors with varying weights so that numerous 

features can be extracted at each location (Deshmukh & 

Jagade, 2022). The convolutional neural network can 

autonomously acquire successive stages of invariant features 

specific to a given task, unlike traditional methods that rely on 

pre-designed characteristics (Chatfield et al., 2014). 

 

Convolutional Neural Networks (CNNs) are a class of 

sophisticated deep learning models that employ trainable filters 

and local neighborhood pooling operations in a layered fashion 

on the initial input images (Chatfield et al., 2014). This process 

leads to the development of a hierarchical structure of 

progressively intricate features. Research has demonstrated that 

CNNs when appropriately trained with regularization 

techniques(Chaudhary & Murala, 2019), can exhibit 

exceptional performance in tasks related to visual object 

recognition. 

DetNet 

The proposed backbone architecture for object detection in this 

study is DetNet 59, which features an additional stage 

compared to the conventional classification network ResNet-

50. There are two obstacles to creating a robust and successful 

framework for object detection (Li et al., 2018). Firstly, 

retaining the spatial resolution required by deep neural 

networks demands excessive time and memory resources. 

Secondly, decreasing the down-sampling factor leads to a 

reduction in the valid receptive field, which can detrimentally 

impact various vision tasks including image classification and 

semantic segmentation. 

 

DetNet functions as a backbone structure for a convolutional 

neural network that was primarily developed for object 

detection. It also aids in preserving the spatial resolution of 

features, even with the addition of supplementary stages.To 

maintain efficiency, DetNet employs a dilated bottleneck 

structure with low complexity. This is in contrast to 

conventional pre-trained models designed just for ImageNet 

classification and emphasizes the necessity for specialized 

networks that are tailored to object recognition tasks. 

 

The datasets undergo processing by the yolov4 object detection 

module. Within the yolov4 module, Yolo initially processes an 

input image, segmenting it into a grid structure, for example, 3 

x 3. Subsequently, image classification and localization are 

executed on each grid. YOLO then generates predictions for 

bounding boxes and associated class probabilities of objects. 

This enables the identification of human presence among the 
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input datasets, which consist of over 80 classes of objects in yolov4. 

 

 

 

Input Video Frame                                    Labels 

 

 

 

Background Filter 

Central Object Extraction 

 

 

Human Image Extraction 

 

 

 

 

 

CNN  

Feature Extraction 

 

 

Activity Identification                                                                              Physical Features 

Human Detection 

 

 

YES                             NO 

 

Matching Phase                 

 

Database 

 

 

User Identity 

True/False 
 

 

Figure 4: Framework of the Proposed System for object detection and identification 
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Performance Evaluation Metrics 

The accuracy of classification is assessed using the Matthews 

Correlation Coefficient (MCC). Initially introduced by B.W. 

Matthews in 1975 for the assessment of chemical structures, 

MCC was later reintroduced by (Baldi et al., 2000) as a 

universal performance measure for machine learning, with a 

seamless expansion to accommodate multi-class scenarios. 

Matthews Correlation Coefficient considers both true and false 

positives and negatives, making it a well-balanced measure that 

remains effective even when dealing with classes of varying 

sizes.  

 

MCC = 

 
(TP × PN) − (FP × FN)

√(TP + FP)(TP + FN)(TN + FP)(TP + FN)
 

(worst value: –1; best value: 

+1) 

 

PRECISION =                                                 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

RECALL=                                                      
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 

F1-Score=                         2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

MEAN AVERAGE PRECISION (mAP)=               
𝟏

𝐍
∑ 𝐴𝑃𝑖𝑁

𝑖=1  

True positive (TP) = the amount of positive classes the model 

accurately identify 

False Negative (FN) = the amount of negative classes the  

model wrongly identify  

True negative (TN) = the amount of negative classes the  

model accurately identify 

False Positive (FP) = the amount of positive classes the  model 

wrongly identify 

Findings and Discussion 

 

Table 1: Performance Comparison between the backbones on MS-COCO dataset 

 

The YOLO V4 (DarkNet-53) has demonstrated a better performance compared to other models when trained on identical datasets, as 

evidenced by the results presented in Table 4.1. The model achieved an impressive overall detection accuracy of 80.1%, showcasing its 

effectiveness in identifying objects within images on MSMT17 datasets. This remarkable accuracy indicates the potential of YOLO V4 

(DarkNet-53) to be a valuable tool in various applications that require precise object detection capabilities. 

 

 
 

Figure 5: Input datasets for object detection 

 

 

 

 

Method datasets mAP Detection Accuracy 

Fast R-CNN MS-COCO 63.4 76.3 

Yolo MS-COCO 66.2 74.2 

YoloV2 544 MS-COCO 71.1 77.5 

YoloV4 (Darknet-53) MS-COCO 74.9 80.1 
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Figure 6: Results of detection from input datasets 

 

Table 2: Performance Comparison between the backbones on MSMT17 datasets 

 

The re-identification results can be found in Table 4.2, which includes a comparison with various models using the MSMT17 datasets. 

Among these models, YOLO V4 (Darknet-53) stood out for its exceptional performance, achieving an impressive identification 

accuracy rate of 72%. This indicates that YOLO V4 (Darknet-53) outperformed the other models in the datasets when it comes to re-

identification tasks. 

                             

 

               
Figure 7: Results of the re-identification stages from input datasets           

 

 

Conclusion 

In this research work, an in-depth analysis of the development 

of a Smart Human Identification System using a Computer 

Vision Technique was presented. The proposed system was 

evaluated using various datasets and real-world scenarios to  

 

 

 

 

 

facilitate human detection and re-identification using Yolo V4 

(DarkNet 53) architecture. 

Method datasets mAP Re-identification Accuracy 

Fast R-CNN MSMT17 68.4 70 

Yolo MSMT17 57.9 63.5 

YoloV2 544 MSMT17 73.4 68.7 

YoloV4 (Darknet-53) MSMT17 77.9 72 

Database  
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 Moreover, the model was compared with pre-existing models 

such as Fast R-CNN, Yolo, and Yolo V2 544. The model 

exhibited superior performance, achieving a re-identification 

accuracy of 72% on the MSMT17 datasets and a detection 

accuracy of 80.1% on the MS-COCO datasets. In future work, 

YOLO V4 can be combined with algorithms such as Sort or 

DeepSort for tracking purposes. 
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